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To maintain a delay of less than one hour, scale the systems or applications such that all events are processed within one hour. If the lag of updates increases by more than an hour, keep alerts in place so that engineers are notified and can take necessary actions to control the lag.

**Maintain minimum downtime**

Run the application in different zones; therefore, all applications will not be down simultaneously. The best-preferred regions are the East, Southcentral and West zones.

**Maintain historical data**

After updating DB, push data to Hadoop clusters using spark jobs. Data can be retrieved from there whenever required.
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The technology and framework that I will be using for the application are the Java language and Spring Boot Framework.